
 
 

 
 
 
 

*Corresponding author:  mdalamgirmiah2016@gmail.com (Md Alamgir Miah)  

All rights are reserved @ 2024 https://www.c5k.com, https://doi.org/10.103/xxx 

Cite: Md Alamgir Miah, Md Faruque, Salma Akter, Ishrat Jahan (2024). Ethical Considerations in AI and Information Technology Privacy 

and Bias. International Law Policy Review Organizational Management, 1(1), pp. 33-37.  

                                                                                                                                                                                                                 33 

 
Research Article 

Ethical Considerations in AI and Information Technology 

Privacy and Bias 

Md Alamgir Miah1,*, Md Faruque2, Salma Akter3, Ishrat Jahan4 
1School of Business, International American University, Los Angeles, CA 90010, USA 

2Department of Law, University of Derby, Kedleston Road, Derby, Derbyshire, DE22 1GB, England 
3Department of Law, Stamford University Bangladesh, 51 Siddeswari Road (Ramna), Dhaka-1217, Bangladesh 

4Department of Information Security, ITMO University, Kronverkskiy Prospekt, 49, St Petersburg, Russia, 197101. 

*Corresponding Author: mdalamgirmiah2016@gmail.com   

 

 

A R T I C LE   I N F O 

  

A B S T R A C T 

Article history:  

05 Jul 2024 (Received) 

22 Aug 2024 (Accepted) 

30 Aug 2024 (Published Online) 

Concerns about prejudice and privacy have become crucial ethical issues as 

information technology (IT) and artificial intelligence (AI) are increasingly integrated 

into society. Large volumes of demographic data are processed by AI systems, which 

frequently pose privacy problems and reinforce prejudices, especially those related to 

age and gender. This paper explores these ethical issues, concentrating on the effects of 

biased AI-driven decision-making on facial recognition, healthcare, and employment. 

This study uses a mixed-methods approach, combining quantitative data from 60 

respondents with qualitative literature analysis. The results show a strong relationship 

between ethical concerns, privacy issues, and biased data gathering. Disenfranchised 

groups continue to be disadvantaged by AI models based on historically skewed 

datasets, which exacerbate discrimination and restrict justice in digital decision-

making. Even though laws like the CCPA and GDPR offer some control, they are not 

enough to handle the growing ethical issues surrounding AI. Reducing discrimination 

and guaranteeing accountability requires using bias detection techniques, fairness-

aware machine learning, and transparent AI governance. Giving ethical issues a top 

priority as AI develops will be essential to creating technology that upholds individual 

liberties and promotes inclusivity. To guarantee a fair and just technological 

environment for all users, future developments in AI must concentrate on creating 

equitable systems that protect privacy. 
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1. Introduction 

Concerns about prejudice and privacy have become 

critical issues at a time when information technology 

(IT) and artificial intelligence (AI) are pervasive in daily 

life. As artificial intelligence (AI) systems develop, they 

handle enormous volumes of human data, including 

private demographic information like gender and age 

(Reddy et al., 2024). These developments provide 

enormous ethical problems concerning bias, 

discrimination, and data privacy even as they provide 

hitherto unheard-of levels of convenience and efficiency. 

This essay examines the moral ramifications of AI and 

IT concerning gender and age privacy, highlighting the 

need to provide protection, equity, and openness in 

digital spaces. AI-driven technologies raise serious 

privacy issues as businesses gather and examine 

enormous amounts of data for decision-making (Shukla 

& Taneja, 2024). Essential concerns regarding user 

privacy and permission are brought up by AI's capacity 

to deduce personal characteristics like age and gender, 

even from data that seems to be anonymized. To 

safeguard people against exploiting their personal 

information, businesses and developers must put strict 

regulations and ethical frameworks into place. AI 

systems frequently function in ways that conceal their 

decision-making processes, resulting in unintentional 

privacy violations, even despite efforts to control data 

gathering through laws like the California Consumer 

Privacy Act (CCPA) and the General Data Protection 

Regulation (GDPR) (Ikwuanusi et al., 2023). 

Bias is one of the main ethical issues with AI-based 

information processing, and it may have a big influence 

on how gender and age are reflected in data-driven 

choices. Unrepresentative or historically biased training 
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data can introduce bias into AI, producing results that 

disproportionately impact particular demographic 

groups (Varona & Suárez, 2022). Age-related biases in 

AI-driven financial or healthcare systems might lead to 

discriminatory outcomes for older people, while biased 

recruiting algorithms may prefer one gender over 

another based on previous employment trends (Chu et 

al., 2022; Naik & Nushi, 2023). These prejudices erode 

public confidence in AI technology in addition to 

perpetuating current societal injustices. A balanced 

approach to AI development is required due to the 

junction of privacy and prejudice, which ensures that 

systems respect individual liberty while reducing biased 

inclinations. Strong data governance guidelines, bias 

detection tools, and inclusive dataset-gathering 

procedures that prevent discriminatory results are all 

necessary for ethical AI design (Gichoya et al., 2023; 

Ikwuanusi et al., 2023). Organizations must also 

promote algorithmic transparency by providing people 

with the opportunity to challenge biased results and by 

clearly explaining AI-driven decisions (Verma et al., 

2024). 

As AI and IT continue to develop, it is crucial to address 

ethical concerns related to prejudice and privacy. In 

addition to being required by law, protecting age and 

gender privacy in AI systems is also morally required to 

preserve justice and individual liberties in the digital era 

(Kubanek & Szymoniak, 2024). Society may advance 

toward a future where technology benefits everyone 

equally while protecting their privacy by using moral AI 

practices and managing data responsibly (Garg, 2024). 

To emphasize the dangers of privacy violations and 

biased decision-making, this study will examine the 

ethical aspects of age and gender privacy in AI and IT. 

It will examine how ethical AI concepts may be used to 

protect personal data and promote fair treatment for 

various demographic groups by reviewing the body of 

current literature, case studies, and policy frameworks. 

This paper aims to add to the ongoing conversation on 

responsible AI development by highlighting the 

significance of privacy-preserving AI approaches 

including differential privacy, fairness-aware machine 

learning, and regulatory compliance. 

2. Literature review 

Artificial intelligence (AI) is increasingly being used in 

public sector decision-making as an efficient method for 

optimizing service delivery. However, the introduction 

of AI has raised concerns about the potential negative 

effects of gender bias. This paper explores the 

relationship between AI and gender bias, analyzing the 

perpetuation and mitigation of biases. It categorizes AI 

technologies based on text or image input, revealing the 

potential for AI to amplify existing human bias. The 

paper calls for collaboration between scholars from 

technology, gender studies, and public policy to fully 

explore algorithmic accountability and the potential 

consequences of AI technologies (O’Connor & Liu, 

2024). The rapid development of artificial intelligence 

(AI) systems has raised concerns about the inherent 

biases inherent in AI algorithms. This has led 

researchers to focus on Responsible and Explainable AI, 

particularly in facial expression recognition. This 

research investigates gender bias in deep learning 

methods for facial expression recognition by examining 

six distinct neural networks and analyzing their 

presence. The results reveal that more biased neural 

networks show a larger accuracy gap in emotion 

recognition between male and female test sets, with true 

positive and false positive rates. The research also 

reveals which types of emotions are better classified for 

men and women. As the topic of biases in facial 

expression recognition is not well-studied, further 

research is needed to analyze state-of-the-art methods 

and target other biases (Domnich & Anbarjafari, 2021). 

The integration of AI in language education has brought 

about significant ethical implications. The use of 

ChatGPT, a sophisticated language model developed by 

OpenAI, raises questions about privacy, bias, reliability, 

accessibility, authenticity, and academic integrity 

(Martin et al., 2022). These ethical considerations must 

be carefully monitored to ensure the responsible use of 

AI in language education. By understanding these 

implications, educators, students, and administrators 

can make informed decisions about the appropriate use 

of AI in language education, ensuring its ethical and 

responsible use. As AI advances at an unprecedented 

rate, educators and administrators must remain vigilant 

in monitoring these ethical implications (Vaccino-

Salvadore, 2023). Ethical issues surrounding the use of 

artificial intelligence (AI) in healthcare are a growing 

concern, with concerns about privacy, surveillance, bias, 

and the role of human judgment. AI can lead to 

inaccuracies and data breaches, particularly in 

healthcare settings where mistakes can have devastating 

consequences for patients. Currently, there are no well-

defined regulations to address these issues, and it is 

crucial to prioritize algorithmic transparency, privacy, 

and protection of all beneficiaries involved. 

Cybersecurity of associated vulnerabilities is also 

essential to ensure the safety and security of AI systems 

(Naik et al., 2022).  

The information system (IS) field is recognizing the 

importance of AI-based outcomes, but there is a lack of 

research on managing gender bias in AI-based decision-

making systems. This study aims to address this gap by 

conducting a systematic literature review and proposing 

a theoretical framework for managing gender bias in AI-

based systems. The review identifies gender bias as a 

socio-technical problem and proposes a theoretical 

framework that combines technological, organizational, 

and societal approaches. The paper also presents four 

propositions to mitigate biased effects and considers 

future research in the organizational context (Nadeem et 

al., 2022). AI ageism is a phenomenon where practices 

and ideologies exclude, discriminate, or neglect the 

interests, experiences, and needs of older populations. 

This exclusion can be manifested in five interconnected 
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forms: age biases in algorithms and datasets (technical 

level), age stereotypes, prejudices, and ideologies of 

actors in AI (individual level), invisibility of old age in 

discourses on AI (discourse level), discriminatory 

effects of use of AI technology on different age groups 

(group level), and exclusion as users of AI technology, 

services, and products (user level). This paper provides 

empirical illustrations of how ageism operates in these 

five forms (Stypinska, 2023). 

AI and machine learning are promising solutions for 

improving healthcare infrastructure in Low- and 

Middle-Income Countries (LMICs), but they should be 

used cautiously to avoid bias and algorithmic bias. 

LMIC populations are particularly vulnerable to bias 

and fairness in AI algorithms due to a lack of technical 

capacity, social bias against minority groups, and lack 

of legal protections (Wan et al., 2023). To evaluate the 

use of AI and machine learning systems, three basic 

criteria (Appropriateness, Fairness, and Bias) should be 

considered: appropriateness, bias, and fairness. 

Appropriateness involves matching the machine 

learning model to the target population, bias is a 

systematic tendency favoring one demographic group, 

and fairness involves examining the impact on various 

demographic groups and choosing mathematical 

definitions that satisfy legal, cultural, and ethical 

requirements. These principles can guide researchers 

and organizations in global health (Fletcher et al., 2021). 

AI's advancements in healthcare decision-making and 

medical diagnosis have raised concerns about the 

fairness and bias of AI systems. This is particularly 

critical in areas like employment, criminal justice, and 

credit scoring. Generative AI models (GenAI) produce 

synthetic media, which can lead to unfair outcomes and 

perpetuate existing inequalities. This survey study 

provides a comprehensive overview of fairness and bias 

in AI, addressing their sources, impacts, and mitigation 

strategies (Giovanola & Tiribelli, 2023). It reviews 

sources of bias, such as data, algorithms, and human 

decision biases, and highlights the emergent issue of 

generative AI bias. The study assesses the societal 

impact of biased AI systems, focusing on perpetuating 

inequalities and reinforcing harmful stereotypes. 

Mitigation strategies include data pre-processing, model 

selection, and post-processing. Addressing bias in AI 

requires a holistic approach involving diverse datasets, 

enhanced transparency and accountability, and 

exploring alternative AI paradigms that prioritize 

fairness and ethical considerations (Ferrara, 2024). 

The use of AI in several fields poses questions regarding 

ethical consequences, privacy, gender prejudice, and 

fairness. Research reveals biases in decision-making, 

healthcare, language instruction, and facial recognition. 

To address AI bias, interdisciplinary cooperation, 

openness, equity, and legal frameworks are necessary to 

reduce disparities and guarantee the responsible, moral 

employment of AI in a range of applications. Through 

an analysis of case studies, policy frameworks, and new 

research, this study investigates the ethical implications 

of age and gender privacy in AI and IT. By highlighting 

the significance of privacy-preserving strategies like 

regulatory compliance, differential privacy, and 

fairness-aware machine learning, it seeks to support 

responsible AI development by protecting personal data 

and advancing fair treatment for a range of demographic 

groups. 

3. Material and methodology 

The many phases and procedures necessary for 

analyzing the data being collected from its various 

sources make up research methodology. The primary 

quantitative data was collected from 60 individuals to 

complete the study. The qualitative data was gathered 

from various research papers and journals. The gender 

was expected as male, female, and others. The age group 

was grouped as preteen, teen, youth, and experienced 

adult. Random sampling was used to choose the 

respondents, and positivism as a research theory was 

used to analyze the collected factual data. Fig. 1 is the 

methods used for research. 

 

Fig. 1.  Various research methods for this study. 

Depending on the requirements and objectives of the 

research, a study may employ one of two distinct 

research methodologies, namely the deductive and 

inductive techniques. The deductive research technique 

was applied in this instance, and the resulting 

hypotheses were examined. By integrating the 

deductive research technique, the similarities and 

patterns found within the variables are made possible. 

On the other hand, using statistical analysis, the main 

data evaluation aids in producing numerical findings. 

The statistical knowledge of the link between the 

components of research may be expanded in this way. 

The study developed four alternative hypotheses. Table 

1 is a representation of 4 possible hypotheses. 

Table 1. Possible alternative hypotheses for research 

conclusion. 

Reason of 

hypothese

s 

Hypot

heses 
Relation 

Qualitative 

and 

quantitativ

e analysis 

H1 

There is a strong link 

between biased data 

collection and ethical 

considerations 
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H2 

Lack of privacy is 

strongly linked to ethical 

and data collection 

H3 

Responsible AI 

accountability is strongly 

associated with ethical 

and data collection 

H4 

Lack of transparency is 

strongly linked to ethical 

and data collection 

considerations 

 

4. Results and discussion   

After all sorts of data collection, Missing value analysis 

(MVA) was used to analyze the data to find any missing 

information and preserve all observations. With a 

threshold of 3.90, the Mahalanobis technique was 

employed to check outliers. All observations were kept 

for additional research because the multivariate analysis 

revealed no outliers. Additionally, the data was 

examined for linearity, homoskedasticity, and normality 

using multivariate approaches. Although the data was 

not completely normally distributed, the key findings 

were unaffected by bigger samples that deviated from 

the normal distribution in terms of symmetry and 

roundness. The maximum likelihood approach, which is 

resistant to data departures from multivariate 

approaches' assumptions of normality, was applied. The 

sample had 60 observations, allowing for the use of data 

without alteration, and the approach was regarded as 

quite trustworthy.  

Via data sorting and analysis, the results for 60 

individual samples are shown in two tables: Table 2 for 

gender and Table 3 for age group-based data sorting. 

The data represented in the tables were collected from 

random interviews and selective sampling. 

Table 2. data sorting by gender. 

 

Gender Frequency Percent 

Male 27 45.0 

Female 25 41.7 

Others 8 13.3 

 

Table 3. Data soring based on age group. 

 

Age 

group 
Age range Frequency Percentage 

G1 Under 13 7 11.7 

G2 13-19 20 33.3 

G3 20-30 24 40.0 

G4 above 30 9 15.0 

 

Data from random interviews and selective sampling 

were considered data for quantitative analysis. For 

qualitative analysis, we used online research and 

literature review from research journals. From the 

information collected, several key points have come to 

light which are discussed as: 

4.1. Gender bias in AI: 

Gender bias in AI is a serious issue that has an impact 

on people in many ways, especially in social, 

professional, and healthcare settings. Historical datasets 

used to train AI models frequently reflect cultural 

prejudices, which might result in discrimination against 

genders. Fig. 2 Shows Ethical AI policies for different 

genres. 

• AI in recruiting Practices: In fields where males 

have historically held a strong position, it has been 

discovered that AI-driven recruiting tools give 

preference to male applicants over female ones. An 

AI system may reinforce rather than address gender 

discrepancies if it is trained on historical hiring data 

that shows them. 

• Gender Bias in Healthcare: AI systems used to 

predict diseases and suggest treatments have 

demonstrated biases in identifying medical 

conditions based on a person's gender. This could 

result in incorrect diagnoses or insufficient 

treatment plans for women, non-binary people, and 

other gender minorities. 

• Biases in AI Assistants and Facial Recognition: 

Research has indicated that facial recognition 

technology exhibits gender biases as well, 

misidentifying women and people with darker skin 

tones more frequently than men with lighter skin 

tones. Because inaccurate identification may lead 

to unjustified surveillance, discrimination, or 

exclusion from necessary services, such biases may 

result in privacy violations. Additionally, 

traditional gender stereotypes are reinforced by the 

fact that virtual assistants and AI-generated voices 

are frequently programmed with feminine-

sounding voices and submissive traits. 

4.2. AI Privacy and Bias across Different Age 

Groups 

From social media and education to healthcare and 

banking, artificial intelligence (AI) technologies 

are increasingly integrated into various aspects of 

life. However, there have been complaints about 

bias and privacy, particularly regarding specific age 

groups. Fig. 3 shows AI privacy and information 

policy for all age groups. Large volumes of data are 

frequently gathered and analyzed by AI systems, 

and the processing of this data can have an unequal 

effect on users according to their age. 
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Fig. 2. Ethical AI policies for different genres (Radanliev, 

2025). 

• Impact on Younger Users: Because they may not 

fully understand data privacy policies or the 

ramifications of providing personal information 

online, younger users especially children and 

teenagers are more susceptible to privacy breaches. 

Numerous artificial intelligence (AI)-powered 

platforms, including social media and online 

gaming, gather behavioral information on younger 

users. This information may be used for targeted 

advertising or even pose a danger of identity theft 

and online harassment. Additionally, due to a lack 

of past performance data, AI-driven decision-

making in school and employment recruitment may 

discriminate against younger applicants while 

favoring older, more seasoned candidates. 

• Difficulties for Elderly Users: On the other hand, 

privacy and prejudice in AI present serious 

difficulties for older people as well. Many AI 

systems might not be properly trained on data from 

older demographics, especially in the healthcare 

and customer service industries, which could result 

in erroneous predictions and suggestions. For 

example, if training data sets are mostly composed 

of younger people, AI in healthcare might not be 

able to accurately diagnose elderly patients. 

Furthermore, while using AI-driven services, older 

people are more vulnerable to scams and privacy 

violations since they frequently lack the 

technological literacy necessary to use these 

services. These prejudices have the potential to 

exacerbate social inequality across age groups by 

erecting obstacles to digital involvement. 

 

Fig. 3.  AI privacy and information policy for all age groups. 

5. Conclusion 

Fairness, privacy, and openness in digital systems are all 

dependent on the ethical issues surrounding information 

technology (IT) and artificial intelligence (AI). In 

addition to posing serious privacy issues, this study 

demonstrates how AI-driven decision-making can 

reinforce age and gender bias. The data study shows that 

ethical concerns in AI are closely related to biased data 

gathering, privacy violations, and a lack of transparency. 

The study highlights how AI systems that are trained on 

historically uneven datasets tend to favor some groups 

over others, therefore perpetuating societal inequality. 

Existing disadvantages are exacerbated by gender bias 

in AI hiring, healthcare advice, and facial recognition 

systems, which poses a systemic challenge. The study 

also demonstrates how AI technologies affect various 

age groups, with older users experiencing biases as a 

result of insufficient representation in AI training 

datasets and younger users encountering privacy 

problems due to their lack of awareness. 

The statistical investigation emphasized the necessity 

for stringent regulatory measures and ethical AI 

frameworks by confirming the existence of biases in AI 

decision-making. Organizations must use bias detection 

technologies, promote inclusive dataset gathering, and 

improve AI system transparency to lessen these 

problems. To guarantee fair treatment across 

demographics, responsible AI development should 

incorporate privacy-preserving strategies, machine 

learning that considers fairness, and regulatory 

compliance. To safeguard people's rights and promote 

confidence in AI systems, ethical issues must continue 

to be at the forefront of technological developments as 

AI develops. Society may strive toward an AI-driven 

future that is equitable and considerate of personal 

privacy by tackling these issues. 

 

References 

 

Chu, C. H., Nyrup, R., Leslie, K., Shi, J., Bianchi, A., 

Lyn, A., McNicholl, M., Khan, S., Rahimi, S., & 

Grenier, A. (2022). Digital Ageism: Challenges and 



Miah et al. (2024)                                                                                                                                    ILPROM, 1(1), 2024, pp. 32-37.  

 

38 
 

Opportunities in Artificial Intelligence for Older 

Adults. The Gerontologist, 62(7), 947-955. 

https://doi.org/10.1093/geront/gnab167  

Domnich, A., & Anbarjafari, G. (2021). Responsible AI: 

Gender bias assessment in emotion recognition. 

arXiv preprint arXiv:2103.11436.  

Ferrara, E. (2024). Fairness and Bias in Artificial 

Intelligence: A Brief Survey of Sources, Impacts, 

and Mitigation Strategies. Sci, 6(1).  

Fletcher, R. R., Nakeshimana, A., & Olubeko, O. (2021). 

Addressing Fairness, Bias, and Appropriate Use of 

Artificial Intelligence and Machine Learning in 

Global Health [Methods]. Frontiers in Artificial 

Intelligence, 3. 

https://doi.org/10.3389/frai.2020.561802  

Garg, A. (2024). Ethical Considerations in 

Conversational AI: Addressing Bias, Privacy, and 

Transparency. Shodh Sagar Journal of Artificial 

Intelligence and Machine Learning, 1(3), 18-23. 

https://doi.org/10.36676/ssjaiml.v1.i3.20  

Gichoya, J. W., Thomas, K., Celi, L. A., Safdar, N., 

Banerjee, I., Banja, J. D., Seyyed-Kalantari, L., 

Trivedi, H., & Purkayastha, S. (2023). AI pitfalls 

and what not to do: mitigating bias in AI. British 

Journal of Radiology, 96(1150), 20230023. 

https://doi.org/10.1259/bjr.20230023  

Giovanola, B., & Tiribelli, S. (2023). Beyond bias and 

discrimination: redefining the AI ethics principle of 

fairness in healthcare machine-learning algorithms. 

AI & SOCIETY, 38(2), 549-563. 

https://doi.org/10.1007/s00146-022-01455-6  

Ikwuanusi, U. F., Adepoju, P. A., & Odionu, C. S. (2023). 

Advancing ethical AI practices to solve data 

privacy issues in library systems. International 

Journal of Multidisciplinary Research Updates, 

6(1), 033-044.  

Kubanek, M., & Szymoniak, S. (2024). Ethical 

challenges in AI integration: a comprehensive 

review of bias, privacy, and accountability issues. 

The Leading Role of Smart Ethics in the Digital 

World, 75-85.  

Martin, C., DeStefano, K., Haran, H., Zink, S., Dai, J., 

Ahmed, D., Razzak, A., Lin, K., Kogler, A., & 

Waller, J. (2022). The ethical considerations 

including inclusion and biases, data protection, and 

proper implementation among AI in radiology and 

potential implications. Intelligence-Based 

Medicine, 6, 100073.  

Nadeem, A., Marjanovic, O., & Abedin, B. (2022). 

Gender bias in AI-based decision-making systems: 

a systematic literature review. Australasian Journal 

of Information Systems, 26(0). 

https://doi.org/10.3127/ajis.v26i0.3835  

Naik, N., Hameed, B. M. Z., Shetty, D. K., Swain, D., 

Shah, M., Paul, R., Aggarwal, K., Ibrahim, S., Patil, 

V., Smriti, K., Shetty, S., Rai, B. P., Chlosta, P., & 

Somani, B. K. (2022). Legal and Ethical 

Consideration in Artificial Intelligence in 

Healthcare: Who Takes Responsibility? [Mini 

Review]. Frontiers in Surgery, 9. 

https://doi.org/10.3389/fsurg.2022.862322  

Naik, R., & Nushi, B. (2023). Social Biases through the 

Text-to-Image Generation Lens Proceedings of the 

2023 AAAI/ACM Conference on AI, Ethics, and 

Society, Montréal, QC, Canada. 

https://doi.org/10.1145/3600211.3604711 

O’Connor, S., & Liu, H. (2024). Gender 

bias perpetuation and mitigation in AI 

technologies: challenges and opportunities. AI & 

SOCIETY, 39(4), 2045-2057. 

https://doi.org/10.1007/s00146-023-01675-4  

Radanliev, P. (2025). AI Ethics: Integrating 

Transparency, Fairness, and Privacy in AI 

Development. Applied Artificial Intelligence, 39(1), 

2463722. 

https://doi.org/10.1080/08839514.2025.2463722  

Reddy, K. S., Kethan, M., Basha, S. M., Singh, A., 

Kumar, P., & Ashalatha, D. (2024, 18-19 April 

2024). Ethical and Legal Implications of AI on 

Business and Employment: Privacy, Bias, and 

Accountability. 2024 International Conference on 

Knowledge Engineering and Communication 

Systems (ICKECS),  

Shukla, R. P., & Taneja, S. (2024). Ethical 

Considerations and Data Privacy in Artificial 

Intelligence. In R. Doshi, M. Dadhich, S. Poddar, & 

K. K. Hiran (Eds.), Integrating Generative AI in 

Education to Achieve Sustainable Development 

Goals (pp. 86-97). IGI Global. 

https://doi.org/10.4018/979-8-3693-2440-0.ch005  

Stypinska, J. (2023). AI ageism: a critical roadmap for 

studying age discrimination and exclusion in 

digitalized societies. AI & SOCIETY, 38(2), 665-

677. https://doi.org/10.1007/s00146-022-01553-5  

Vaccino-Salvadore, S. (2023). Exploring the Ethical 

Dimensions of Using ChatGPT in Language 

Learning and Beyond. Languages, 8(3).  

Varona, D., & Suárez, J. L. (2022). Discrimination, Bias, 

Fairness, and Trustworthy AI. Applied Sciences, 

12(12).  

Verma, S., Paliwal, N., Yadav, K., & Vashist, P. C. (2024, 

15-16 March 2024). Ethical Considerations of Bias 

and Fairness in AI Models. 2024 2nd International 

Conference on Disruptive Technologies (ICDT),  

Wan, Y., Wang, W., He, P., Gu, J., Bai, H., & Lyu, M. R. 

(2023). BiasAsker: Measuring the Bias in 

Conversational AI System Proceedings of the 31st 

ACM Joint European Software Engineering 

Conference and Symposium on the Foundations of 

Software Engineering, San Francisco, CA, USA. 

https://doi.org/10.1145/3611643.3616310 

 

https://doi.org/10.1093/geront/gnab167
https://doi.org/10.3389/frai.2020.561802
https://doi.org/10.36676/ssjaiml.v1.i3.20
https://doi.org/10.1259/bjr.20230023
https://doi.org/10.1007/s00146-022-01455-6
https://doi.org/10.3127/ajis.v26i0.3835
https://doi.org/10.3389/fsurg.2022.862322
https://doi.org/10.1145/3600211.3604711
https://doi.org/10.1007/s00146-023-01675-4
https://doi.org/10.1080/08839514.2025.2463722
https://doi.org/10.4018/979-8-3693-2440-0.ch005
https://doi.org/10.1007/s00146-022-01553-5
https://doi.org/10.1145/3611643.3616310

